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Pengelolaan inventaris barang yang masih dilakukan secara manual menimbulkan
berbagai kendala, khususnya pada proses pencarian barang yang tidak efisien dan
kurang akurat. Penelitian ini bertujuan untuk merancang dan mengimplementasikan
sistem inventaris barang berbasis web dengan menerapkan algoritma Term
Frequency-Inverse Document Frequency (TF-IDF) dan Cosine Similarity guna
meningkatkan relevansi pencarian barang berdasarkan deskripsi teks. Data
inventaris yang digunakan berasal dari Hotel Dangau dan terdiri dari deskripsi
barang operasional hotel. Sistem dikembangkan menggunakan PHP dan MySQL serta
diuji menggunakan metode black box. Hasil pengujian menunjukkan bahwa sistem
mampu menampilkan hasil pencarian berdasarkan tingkat relevansi dengan waktu
respons yang cepat, namun tingkat akurasi pencarian masih tergolong rendah.
Rendahnya akurasi disebabkan oleh keterbatasan TF-IDF dalam menangani sinonim,
makna kontekstual, serta ketidakteraturan deskripsi data. Meskipun demikian, sistem
yang dikembangkan dapat menjadi solusi awal dalam pengelolaan inventaris berbasis
web dan dapat dikembangkan lebih lanjut dengan pendekatan semantik.

Sistem Inventaris, TF-IDF, Cosine Similarity, Information Retrieval, Web.

Inventory management systems that are still handled manually often cause
inefficiencies, particularly in item retrieval processes. This study aims to design and
implement a web-based inventory system by applying the Term Frequency-Inverse
Document Frequency (TF-IDF) algorithm and Cosine Similarity to improve search
relevance based on textual descriptions. The inventory data were obtained from Hotel
Dangau and consist of operational item descriptions. The system was developed using
PHP and MySQL and tested using the black-box method. The results show that the system
can retrieve relevant items efficiently with fast response time; however, the search
accuracy remains relatively low. This limitation is mainly caused by TF-IDF’s inability to
handle synonyms, contextual meanings, and inconsistent item descriptions.
Nevertheless, the proposed system can serve as an initial solution for web-based
inventory management and may be enhanced further using semantic-based approaches.
Inventory System, TF-IDF, Cosine Similarity, Information Retrieval, Web.

1. PENDAHULUAN

Pengelolaan inventaris barang merupakan aspek penting dalam menunjang
kelancaran operasional hotel. Ketepatan pencatatan dan kemudahan pencarian data
inventaris berpengaruh langsung terhadap efisiensi kerja dan pengambilan keputusan.
Pada Hotel Dangau, pencatatan dan pencarian inventaris masih dilakukan secara manual,
sehingga rentan terhadap kesalahan pencatatan, keterlambatan pencarian data, serta
ketidaksesuaian informasi stok.

Proses pencarian barang yang masih bergantung pada kode inventaris
menyebabkan kesulitan bagi staf gudang, terutama ketika jumlah data inventaris semakin
meningkat dan deskripsi barang tidak terstandarisasi. Untuk mengatasi permasalahan
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tersebut, diperlukan sistem pencarian berbasis teks yang mampu menampilkan barang
berdasarkan relevansi deskripsi.

Salah satu metode yang umum digunakan dalam sistem temu kembali informasi
adalah Term Frequency-Inverse Document Frequency (TF-IDF). Algoritma ini
memberikan bobot pada kata kunci berdasarkan tingkat kepentingannya dalam
dokumen. Dengan mengombinasikan TF-IDF dan Cosine Similarity, sistem dapat
mengukur tingkat kemiripan antara query pengguna dan deskripsi barang. Penelitian ini
bertujuan untuk mengimplementasikan algoritma TF-IDF pada sistem inventaris barang
berbasis web serta menganalisis faktor-faktor yang memengaruhi tingkat akurasi
pencarian. dan menemukan pola-pola tersembunyi. Algoritma FP-Growth merupakan
salah satu algoritma data mining yang dapat digunakan untuk menemukan pola
kombinasi datasets dalam data bencana kabut asap di Sumatera Selatan.

2. METODE PENELITIAN

Penelitian ini menggunakan pendekatan pengembangan sistem berbasis web
dengan metode Information Retrieval. Objek penelitian adalah data inventaris barang
Hotel Dangau yang terdiri dari nama barang, deskripsi, jumlah stok, dan tanggal masuk.
Sistem dikembangkan menggunakan PHP dengan basis data MySQL.

2.1 Tahapan Penelitian

Tahapan penelitian meliputi identifikasi masalah, studi literatur, analisis
kebutuhan, perancangan sistem, implementasi, serta pengujian sistem. Sistem
dikembangkan menggunakan bahasa pemrograman PHP dengan basis data MySQL, dan
diimplementasikan dalam lingkungan web server XAMPP.

2.2 Text Preprocessing

Sebelum dilakukan perhitungan TF-IDF, data deskripsi barang dan query
pengguna melalui tahapan text preprocessing untuk meningkatkan akurasi pencarian.
Tahapan yang dilakukan meliputi:

a. Case Folding, yaitu mengubah seluruh huruf menjadi huruf kecil.
b. Tokenizing, yaitu memecah teks menjadi kata-kata (token).
c. Stopword Removal, yaitu menghapus kata-kata umum yang tidak memiliki makna
penting.
d. Stemming, yaitu mengubah kata ke bentuk dasarnya.
2.3 Term Frequency-Inverse Document Frequency (TF-IDF)

TF-IDF digunakan untuk memberikan bobot pada setiap kata dalam deskripsi
barang. Nilai Term Frequency (TF) dihitung berdasarkan jumlah kemunculan kata dalam
satu dokumen, sedangkan Inverse Document Frequency (IDF) mengukur tingkat keunikan
kata dalam seluruh koleksi dokumen.

Nilai Term Frequency (TF) dihitung menggunakan Persamaan (1):
ft,d)
TF(t,d) = N
di mana f (t, d) adalah jumlah kemunculan term ¢t dalam dokumen d, dan N(d)adalah
jumlah total kata dalam dokumen tersebut.
Nilai Inverse Document Frequency (IDF) dihitung menggunakan Persamaan (2):

N
IDF(t) = logo (m + 1)

di mana N adalah jumlah seluruh dokumen dan df(t)adalah jumlah dokumen yang
mengandung term t.Bobot TF-IDF diperoleh dengan mengalikan nilai TF dan
IDF,sebagaimana ditunjukkan pada Persamaan (3):
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TF — IDF (t,d) = TF(t,d) x IDF(t)
2.4 Cosine Similarity
Untuk mengukur tingkat kemiripan antara query pengguna dan deskripsi barang,
digunakan metode Cosine Similarity. Metode ini menghitung sudut kosinus antara dua
vektor TF-IDF, sehingga menghasilkan nilai kemiripan antara 0 dan 1. Tingkat kemiripan
antara query dan dokumen dihitung menggunakan Cosine Similarity seperti pada

Persamaan (4):
i=14; B

(Eh 4t [3i, B

Nilai kemiripan tertinggi menunjukkan bahwa dokumen tersebut paling relevan dengan
query yang dimasukkan oleh pengguna.
2.5 Pengujian Sistem

Pengujian sistem dilakukan menggunakan metode black box untuk memastikan
seluruh fungsi sistem berjalan sesuai dengan kebutuhan pengguna. Selain itu, dilakukan
evaluasi hasil pencarian untuk menganalisis tingkat akurasi sistem dalam menampilkan
barang yang relevan berdasarkan deskripsi.

Similarity =

3. HASIL DAN PEMBAHASAN

Sistem inventaris barang berbasis web berhasil diimplementasikan dengan fitur
utama berupa pencarian barang berdasarkan deskripsi menggunakan algoritma TF-IDF
dan Cosine Similarity. Data inventaris yang digunakan terdiri dari 85 dokumen deskripsi
barang, yang mencakup berbagai kategori barang operasional Hotel Dangau. Sistem
mampu menerima input query dari pengguna dan menampilkan daftar barang yang
diurutkan berdasarkan tingkat relevansi tertinggi.
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Table 1 Table Awal Data

No Query Deskripsi Barang (Dokumen)
Lampu LED untuk penerangan
1 alat penerangan kamar
kamar
2 pendingin udara ruangan AC split untuk kamar VIP
3 alat untuk membersihkan toilet Sikat untuk membersihkan toilet

Komputer LG — Perangkat kerja

4 perangkat kerja staf kantor
utama staf
5 media hiburan untuk tamu Televisi untuk kamar tamu
6 alat kebersihan lantai Pel untuk membersihkan lantai
7 perangkat dapur hotel Panci masak untuk dapur hotel
8 alat untuk laundry hotel Mesin cuci untuk laundry hotel
IPAQHP (Kunci Kamar) —
9 akses kontrol kamar R HME ] )
Sistem kontrol akses pintu kamar
Set peralatan makan untuk
10 perlengkapan makan tamu

restoran hotel

Tahapan case folding, tokenizing, stopword removal, dan stemming menghasilkan
kata-kata dasar yang digunakan pada proses pembobotan. Proses ini terbukti mengurangi
noise data dan menyederhanakan variasi kata dalam deskripsi barang.
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Tabel 2 Hasil case Folding

Query lampu penerangan kamar
Dokumen 1 lampuy led untuk penerangan kamar
Dokumen 2 ac split untuk kamar vip
Dokumen 3 sapu untuk membersihkan lantai,
Dokumen 4 kipas angin dinding untuk kamar tamu
Dokumen 5 televisiuntuk kamar tamu

Tabel 3 Hasil Tokenizing

Query lampu | penerangan| kamar
Dokumen 1 lampy | led| untuk
Dokumen 2 ac | split| untuk
Dokumen 3 Sapy, [untuk| membersihkan
Dokumen 4 Kipas |anginl dinding
Dokumen 5 Televisi luntuk| kamar

Tabel 4 Hasil Stopword removal

Query lampu penerangan kamar
Dokumen 1 lampu led penerangan
Dokumen 2 Ac  split  kamar
Dokumen 3 sapu membersihkan lantai
Dokumen 4 kipas angin dinding
Dokumen 5 televisi kamar tamu

Tabel 5 Hasil Stemming

Query lampu terang kamar
Dokumen 1 lampu led  terang
Dokumen 2 ac split kamar
Dokumen 3 sapu bersih lantai
Dokumen 4 kipas angin dinding
Dokumen 5 televisi kamar tamu

Setelah preprocessing, dilakukan perhitungan Term Frequency (TF) untuk setiap
term dalam dokumen. Tabel 6 menunjukkan hasil perhitungan TF untuk beberapa term
utama.
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Table 6 Hasil Perhitungan TF

Term (t) TF =>_n(t,d)

q D1 D2 D3 D4 D5
alat 1 0 0 0 0 0
terang 1 1 0 0 0 0
kamar 1 1 1 0 1 1
lampy 0 1 0 0 0 0
led 0 1 0 0 0 0
ac 0 0 1 0 0 0
split 0 0 1 0 0 0
vip 0 0 1 0 0 0
sapu 0 0 0 1 0 0
Total Kata :
N{d) 4 4 4 3 3 2

Nilai IDF dihitung menggunakan jumlah dokumen sebanyak 85. Term yang jarang
muncul memperoleh nilai IDF lebih tinggi, sedangkan term yang sering muncul di banyak
dokumen memiliki bobot lebih rendah. Hasil perhitungan IDF ditunjukkan pada Tabel 7.

Tabel 7. Proses perhitungan nilai IDF

IDF(1) = logl0 (N/di+1)
Term (© ar ) N D1 D2 D3 D4 D5
alat 1 | 85 | 14314 0 0 0 0
terang 1 | 85 | 14314 | 14314 0 0 0
kamar 5 | 85 | 12041 | 12041 | 1.2041 0 1.2041
lampu 1 | 85 | 14314 | 14314 0 0 0
led 1 | 85 | 14314 | 14314 0 0 0
ac 1 | 85 | 14314 0 1.4314 0 0
split 1 | 85 | 14314 0 1.4314 0 0
vip 1 | 85 | 14314 0 1.4314 0 0
sapu, 1 | 85 | 14314 0 0 1.4314 0

Nilai TF dan IDF kemudian dikalikan untuk memperoleh bobot TF-IDF. Bobot ini
merepresentasikan tingkat kepentingan suatu kata dalam dokumen terhadap
keseluruhan koleksi.

Table 8 Hasil Pembobotan TF-IDF
Term (t) W =TF(t,d) x IDF(t)

Q D1 D2 D3 D4 D5
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alat 1.4314 | 0.3333 | 0.4771 0 0 0
terang 1.4314 | 0.3333 | 04771 | 0.25 | 0.3579 0
kamar 1.2041 | 0.3333 | 0.4013 | 0.25 | 0.3010 | 0.25
lampu 1.4314 0 0 0.25 | 0.3579 0
led 1.4314 0 0 0.25 | 0.3579 0
ac 1.4314 0 0 0 0 0.25
split 1.4314 0 0 0 0 0.25
vip 1.4314 0 0 0 0 0.25
sapu 1.4314 0 0 0 0 0
Dot Product vec 1 & vec 2 = Ai. Bi

Dot Product sum (Q*D) 0.2914 | 0.1207 | 0.0000 | 0.1207 | 0.1207

Setelah bobot TF-IDF diperoleh, dilakukan perhitungan Cosine Similarity
antara query dan setiap dokumen. Nilai similarity digunakan untuk menentukan

urutan hasil pencarian. Tabel 9 menunjukkan hasil perhitungan similarity.

Table 9 Hasil Perhitungan Similarity

Similarity = 2iz14i By
Kemiripan JZ" 1 JZ" g2 Persentase
i1 Ai i=1 By
Sim (D1, Q) 0 78262331676 - gzzz: =0,7342 79.42%
Sim (D2, Q) 0 73;1153?30119 - 32152; =0,5107 S1.07%
Sim (D3, Q) 073503;331771 =0.0000 0.00%
Sim (D4, Q) 0 73:;;32009 - 32152; =0,5107 S1.07%
Sim (D5, Q) 0 73:;;32009 - 32152; =0,5107 S1.07%

Berdasarkan hasil diatas dokumen D1 merupakan dokumen yang paling relevan
terhadap query "alat penerangan kamar" karena mengandung dua term yang sama, yaitu
"terang" dan "kamar", dengan tingkat similarity tertinggi sebesar 79,42%, sementara
dokumen D2, D4, dan D5 memiliki relevansi sedang karena hanya memiliki kesamaan
pada term "kamar", sedangkan dokumen D3 tidak relevan karena tidak mengandung satu

pun term yang sesuai dengan query.
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4. KESIMPULAN

Berdasarkan hasil penelitian dan analisis yang telah dilakukan, berikut adalah
beberapa kesimpulan utama:

a. Metode TF-IDF terbukti efektif dalam membantu pencarian barang pada sistem
inventaris berbasis web, khususnya dalam lingkungan hotel yang memiliki banyak
item dengan nama dan fungsi yang beragam.

b. Proses text preprocessing seperti case folding, tokenizing, stopword removal, dan
stemming sangat berperan dalam meminimalkan noise pada data teks, sehingga
meningkatkan akurasi pencarian berdasarkan deskripsi pengguna.

c. Sistem mampu menghitung kemiripan (similarity) antara query pengguna dan
deskripsi barang secara otomatis menggunakan metode cosine similarity, dan
mengurutkan hasil pencarian berdasarkan nilai kemiripan tertinggi.

d. Dari hasil pengujian black box, semua fungsi utama seperti pencarian barang,
validasi input, dan penampilan hasil relevan berjalan sesuai harapan dan tanpa
error.

e. Sistem ini dapat membantu petugas inventaris dan staf hotel dalam mencari
barang dengan lebih cepat dan efisien, meskipun tidak mengetahui nama persis
barang, melainkan hanya berdasarkan deskripsi umum.
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